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1. Introduction

1.1 Purpose of the System

The purpose of this system is to design a robot to compete in the 2006 IEEE Region 5 robotics competition.  The system has two main parts, the robot hardware design and the robots software design.  The competition consists of mobile robot driving from rooms 1-4 to rooms A-D transporting a soda can.  Walls can not be touched or traveled over.  Points will be given to the robot with the most cans transported from rooms 1-4 to room A-D.

1.2 Design Goals

1.2.1 Hardware Design Goals

The engineering team will design a robot that will be quick and precise. It must be able to sense its environment. It must be able to lift and move soda cans accurately. It must be able to relocate itself from one place to another. Finally, it must be able to do all this quickly.

1.2.2 Software Design Goals

The software must be multithreaded to allow multi sensor readings, and also allow certain sensors to drive the motors.  The software shall also have the capability of knowing where the robot is at, and also knowing where the objects are at.

2. Hardware Architecture

2.1 Frame

The frame of the robot shall be the Lynx Motion “4WD 1” chassis. It shall be around 11 inches wide, 10 inches long, and 12 inches high. It will have four motors, one manipulator, one to three sonar sensors, three light sensors, and a camera.
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2.2 Servos

Servos are mechanisms that allow objects to rotate. Servos are used in various places on the robot. Most of them are used to allow the manipulator arm to move. One will also be used to allow the camera to pan and another will be used to allow the manipulator to grip objects.

2.3 Wheels

2.3.1 Drive

The four motors are located one behind each wheel. The power can be adjusted on each motor to increase or decrease the speed of the wheel it controls. The control for the power of the motors on each side will be tied together so that it can be driven like a tank. (Control the power of the right and left motors to turn, instead of turning the wheels to turn.) Thus, it will be able to turn in place, without moving forward or backward. It will be able to move forward and backward at different speeds. It will also be able to turn left and right at different speeds.

2.3.2 Stabilization

The motors and wheels will provide most of the stability, since they are heavy and will be on the bottom. Extra ballast may be added if the robot appears to be unstable. (This is especially important to allow the mouse to read properly.)

2.4 Sensors

2.4.1 Sonar

The sonar sensors shall be used to detect the distance objects and walls are from the robot. They will be placed in the middle of the front, and perhaps sides, of the robot. The front sonar sensor will be especially important, since its purpose will be to aid the manipulator in grabbing and lifting cans. All the sonar sensors will aid navigation by helping detect the distance of walls and Barbie dolls.
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2.4.2 Light

The three light sensors shall be used to detect and follow the navigation lines placed on the floor of the warehouse. They will be placed on the back of the robot, since the front is somewhat crowded with the sonar and camera. The three light sensors will be arranged so that one will be directly over the line and the other two will be on either side of the line. When the middle sensor doesn’t detect the line, the robot will keep moving until either the left or right light sensors detect it. In this case, it will turn until the middle sensor detects the line again. This process can be interrupted if the robot approaches objects or walls, so that it can avoid them.

2.4.3 CMU cam

The camera will be used to locate cans and Barbie dolls. It will also be able to identify whether an object is a can or a Barbie doll, and identify its color. The camera will be placed on the front of the robot. It will be attached to a servo, which will allow it to pan left or right about 90 degrees on each side. This will give our robot a good idea what objects are in front of it.

2.5 Mouse

The optical mouse will be used in conjunction with the compass for navigational aid. It will tell the robot how far it has moved forwards and backwards. It will be used as a secondary form of navigation. If the primary (line following) fails, it will be used to try to get itself back on track. It will be located on the bottom of the robot, so it can detect the movement of the surface below the robot. It will be held down to the surface by a spring, or something similar, so that it gets good readings, even if the robot bounces around a little.

2.6 Compass

The electric compass will be used in conjunction with the mouse for navigational aid. It will tell the robot which direction it is facing. It will be used as a secondary form of navigation. If the primary (line following) fails, it will be used to try to get itself back on track. It will be located on the top of the robot, so that it will be far enough away from the motors to not get electromagnetic interference.
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2.7 Controller

The robot will be controlled by the Xport Robot Controller. It consists of a microcontroller and Gameboy Advance.  The Gameboy Advance will act as a debugging interface, memory, and a processor. The microcontroller will obtain electrical signals from the sensors, convert these signals to values that are easy to understand, and send them to the Gameboy Advance. Our artificial intelligence program will use these values and send back orders to move either the motors or manipulator. The microcontroller will receive these orders, convert them into electric signals, and send them to the motors and manipulator.

2.7.1 Outputs

1. Left motor speed

2. Right motor speed

3. Manipulator position

4. Claw position

5. Camera position

2.7.2 Inputs

1. Sonar Sensors

2. Mouse

3. Compass

4. Light Sensors

5. Camera

2.8 Manipulator

The manipulator will be used to lift and carry the cans.  The manipulator will be placed on the top of the robot and will be composed of an arm with a claw attached to the end. The arm will be composed of four servos, which will allow it a wide range of motion. The claw will contain one servo to allow it to grip objects and to release objects. It will be able to grip and lift soda cans, which are located up to 8 inches away from the robot’s front or sides.
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3. Software Architecture

3.1 Overview

Figure 1: Evolutionary Prototyping Model

[image: image1] 

For this project we have decided that the evolutionary prototyping 



model is the most appropriate lifecycle.  This model is flexible and 


supports requirement changes.  The engineering team changes 


pieces of hardware frequently and this model supports these 


changes.  This model also allows for us to create a working 



prototype.  If this prototype is not adequate then we can build a 


new system prototype and continue to repeat the process until the 


system is adequate.  This will allow us to continually test our code 


and correct any problems the system might have. 

3.2 Subsystems

3.2.1 Localization

The localization relies on a digital mouse.  The mouse will have x and y coordinates.  These coordinates will be incremented and decremented accordingly.  The mouse will need to be initialized to the robot's starting coordinates.  The mouse will connect as an input to the microcontroller.
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3.2.2 Motor Control/Operation

Integrating where the robot is at and where it needs to be drives the motors at a certain speed.  If the robot needs to navigate, the processor will send a signal to the microcontroller telling the drive motor to run.  A positive signal will signify forward motion and a negative signal will signify reverse motion.  For turns, the turn motor will be turned on positive for right or negative for left.

3.2.3 Camera Control/Operation

The camera will send distance, vertical, and horizontal values to registers in the microcontroller.  We will then take those values and move the motors. There will be a three second delay for a picture to appear on the camera.  We will have to program a delay when using the camera to keep the system synchronized.

3.2.4 Claw Operation

The claw will close when the microcontroller receives the information that the can is inside the claw.  The robot will use the sonar and camera to determine when there is a can in the claw.  The dimensions of the object in the camera’s view will determine the size of the object.  The readings from the sonar will determine the distance from the object.  Those two factors will determine when there is an object within range of the claw.  Those readings will be read from the registers in the microcontroller.  After the claw has the can, the claw will then rise to a certain height and hold the can.  

3.2.5 Sonar Operation

When the Camera is not able to see the object anymore the sonar will take control and guide the robot.  When the sonar is active the microcontroller will read an 8-bit input register.  The value in this register will correspond to the sonar reading.  This value will let the system know how far away it is from the object.  Once a can is within correct range of the robot, a command to close the claw will take place. 
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3.2.6 Light Sensor

There will be three light sensors placed on the back of the robot.  The middle sensor will be on the black line and the other two will be on the white floor.  Color boundaries will be given to each sensor.  The boundaries will determine whether the color will be read as black or white.  The robot will read these values and correct itself if it is no longer following the black line.  

4. Software Applications
Xport 2.0 sdk will be used to compile and run our program code.  The code will be compiled and executed using the Cygwin Bash shell.  Cygwin bash shell is part of the 2.0 sdk.  C++ is the language that will be used to code the system.  Once the C++ code is written, the code will be ported to the Xport 2.0 sdk and compiled.
5. Course

The course will be made using two pieces of 4’ by 8’ plywood, both of these pieces will be placed together horizontally to make an 8’ by 8’ course.  The course will be painted white and the walls on the edges will be 1’’ square wooden molding strips.  All black markings on the track will be electrical tape which will allow the robot to follow routes on the course.  This course can be easily reproduced and used to test the system.  The team is going to build a replica of the course. 
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Figure 2: Course Layout
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6. Member Contributions

Jason Abbett – Wrote the software sections of the document, sections 1, (except section 1.2.1) 3, 4, and 5.
Devon Berry – Wrote the hardware sections of the document, the title page, and the contributions section, section 1.2.1, section 2, and section 6.
Both members worked on the Table of Contents.
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